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A B S T R A C T

A variety of ligands interact with proteins in many biological processes; shape complementarity, electrostatic forces and hydrophobicity are the main factors governing these interactions. Although this is accepted by the scientific community, confusion about the significance of certain terms (e.g. hydrophobicity, salt bridge) and the difficulty of discussing the balance of acting forces rather than their single contributions, are two of the main problems encountered by researchers working in the field. These difficulties are sometimes enhanced by the unskilled use of informatics tools, which give great help in understanding the topic (especially from the visual standpoint), but only if used critically. After explaining some general chemical concepts, the commentary discusses the main forces governing ligand–protein interactions, focusing on those generating confusion among scientists with different backgrounds. Three examples of ligand–protein interactions are then discussed to illustrate the advantages and drawbacks of some in silico tools, highlighting the main interactions responsible for complex formation. The same examples are used to point out the limits in separating forces that are mandatory for occurrence of a given interaction and additional forces.

* Corresponding author. Tel.: +39 011 670 7282; fax: +39 011 670 7687.
E-mail address: giuseppe.ermondi@unito.it (G. Ermondi).

** Available online 29 May 2006

© 2006 Elsevier Inc. All rights reserved.

doi:10.1016/j.bcp.2006.05.022
1. Introduction

The successful practice of medicinal chemistry crucially depends upon an understanding of the principles of molecular recognition [1]. A molecular recognition event is one in which a host molecule is able to form a complex with a guest molecule [2], and thus such an event is usually categorised as supramolecular chemistry. Any molecular recognition process occurs through a number of interactions between the two molecules, i.e. protein (=receptor) and ligand (i.e. drug).

Eq. (1) describes the non-covalent, reversible binding of one protein (P) and one ligand (L) to form a ligand–protein complex (PL):

\[ P + L \overset{k_1}{\underset{k_{-1}}{\rightleftharpoons}} PL \]  

(1)

where \( k_1 \) is the rate constant for association complex, \( k_{-1} \) is the rate constant for dissociation of the complex. For such a reaction, a binding (association) constant \( K_b \) (or its reciprocal dissociation or inhibition constants, \( K_D \) or \( K_i \), respectively) can be defined as

\[ K_b = \frac{k_1}{k_{-1}} = \frac{[PL]}{[P][L]} \]  

(2)

It is usually assumed that the biological activity of a ligand is related to its binding constant \( K_b \) for the receptor.

Although it is well accepted that the binding of a drug to its receptor is mediated by shape complementarity, electrostatic interactions and hydrophobicity, these concepts are often used either with only limited understanding or with different glossaries.

The main goal of this paper is therefore to alert readers that researchers with different backgrounds (chemists, biologists and pharmacologists) often refer to the same interactions but adopt different viewpoints and vocabularies. To achieve this aim, after explaining some basic concepts, we draw a pragmatic picture of the molecular recognition forces involved in ligand–protein complexes, focusing on those aspects potentially misleading for scientists of different backgrounds.

The second objective the authors want to reach concerns the critical use of in silico tools designed for the inspection of ligand–protein complexes. This is done by the aid of three examples, one concerning the inhibition of the COX-1 isozyme, and two related to the modelling of potassium channels.

2. Basic concepts

In view of the quantum nature of the movement of electrons and nuclei, a consistent theory of intermolecular interactions could be derived only from quantum-mechanical concepts. Quantum mechanics postulates that the wave function of a quantum system completely defines its dynamical state; stated otherwise, all predictions which can be made concerning the dynamical properties of the system at a given instant of time \( t \) can be deduced from the knowledge of the wave function \( \psi(t, \mathbf{r}) \) at that instant, where \( \mathbf{r} \) is the vector of position coordinates of the particles of the system. The equation of wave propagation is the Schrödinger Eq. (3):

\[ i\hbar \frac{\partial \psi(t, \mathbf{r})}{\partial t} = \hat{H} \psi(t, \mathbf{r}) \]  

(3)

where \( \hat{H} \) is the Hamiltonian operator that contains information about the force field governing the particles motion and the other symbols have their conventional meaning, not essential for our purpose [3].

It is noteworthy that the force field depends on the particles charges and thus the motion is governed by electrostatic forces. Given the exact wave function one could calculate the electronic density of the system and thus solve mathematically the system independently of its state (vacuum, solvated, solid). In other words, a main concept is that the solution of the problem of determining intermolecular interactions amounts, strictly speaking, to solving Schrödinger equation [4]. Since for complexity reasons this is never the case, different approaches are adopted and generally (and also here) the main intermolecular interactions are described by classical mechanics in vacuum (where in vacuum refers to the gas-phase). In addition, small molecules are used under the assumption that the results are transferable to larger structures (ligands and proteins).

A second concept is that the electrostatic forces are usually considered by classical mechanics as pair-wise interactions and often are represented by a potential function. This latter \( (U(r)) \) is defined as the work done to bring two atoms from an infinite separation to separation \( r \), and is calculated by Eq. (4) [5]:

\[ U(r) = \int_{\infty}^{r} F(r)dr, \quad \text{so that} \quad F(r) = -\frac{dU}{dr} \]  

(4)

where \( F(r) \) is the force between the two atoms and by convention is positive when it is repulsive and negative when attractive. Eq. (4) links the forces that govern the interactions (i.e. the subject of this commentary) with the corresponding energy and permits the use of forces and energies as interchangeable terms.

A third concept of utmost importance is that the laws of thermodynamics are the most used tools to transfer the information obtained in vacuum to solvated (aqueous) systems. Briefly, the first law of thermodynamics states that the change in internal energy \( (E) \), the relationship with \( U \) is shown in Fig. 1A) is equal to the heat added to the system minus the work done by the system. Fundamentally the first law declares that energy is conserved for a closed system, with heat and work being the forms of energy transfer. From this statement it is possible to define some fundamental quantities, such as enthalpy \( (H) \) and Gibbs free energy \( (G) \), that will be used in Section 4.1. One of the formulation of the second law of thermodynamics states that the entropy of an isolated system not at equilibrium will tend to increase over time, approaching a maximum value. Essentially, the second law of thermodynamics introduces the concept of entropy that plays a crucial role in the definition of the hydrophobic effect (see Section 4.2).
Finally, it must be kept in mind that the growing impact of crystallography in drug–receptor studies is due to the observation that crystals can be seen as supramolecular entities in that they are built from molecules held together by non-covalent forces [6], the same forces that govern other molecular recognition events as ligand–protein binding [7,8].

3. Vacuum state: the simplified kingdom

Despite the vacuum state (also called the vacuum) having no biological correspondence, interaction theories were developed mainly for this state since the absence of solvent interactions permits a simpler treatment.

Intermolecular interactions are of electrostatic nature, i.e. depend on the presence of electrical charges and/or dipoles. Whereas the definition of atomic charge is evident, that of dipole moment, polarisability and induced dipole moment is briefly recalled below. The dipole moment \( \mathbf{p} \) (Eq. (5)) (vector entities are underscored) between two charges equal but of opposite sign separated by a distance \( r \) is defined as the product of the charge \( q \) with the distance \( r \). The direction of the dipole moment is from negative to positive sign.

\[
\mathbf{p} = q \cdot \mathbf{r}
\]  

(5)

the polarizability \( \alpha \) is the ease of distortion of the electron cloud of a molecular entity by an electrical field (Eq. (6)). It is experimentally measured as the ratio of induced dipole moment \( \mathbf{p}_{\text{ind}} \) to the electric field \( E_0 \) which induces it:

\[
\alpha = \frac{\mathbf{p}_{\text{ind}}}{E_0}
\]  

(6)

in ordinary usage the term refers to the ‘mean polarizability’, i.e. the average over three rectilinear axes of the molecule [9].

In general, the work of Van der Waals has suggested, and later developments have confirmed, that the form of the potential function governing the electrostatic interactions between two particles is the sum of an attractive and a repulsive contribution, as shown in Fig. 1B [4]. The expression of the potential function basically depends on the nature of the interacting charges and some outlines are given below to explain the physical origin of the interactions.

Electrostatic forces can be grouped in two main categories: simple forces that arise from the charged entities of which the molecules are made up, and combined forces that are a combination of simple ones (Table 1).

3.1. Simple electrostatic forces

Simple electrostatic forces are schematically represented in the upper part of Table 1 with the equations of the corresponding potential ((T1)–(T4)) and an approximate value of the energy involved in the interaction. In general (T1)–(T4) are the product of two factors: one depends on the particles properties (e.g. the charge) whereas the second depends on a geometrical factor involving the particles position.

3.1.1. Ion–ion and ion–permanent dipole interactions

The basic equation of all electrostatic interactions is Coulomb’s law (Eq. (T1)) for which the potential energy falls off as \( 1/r \). Interactions that vanish with certain powers of \( 1/r \) are named long-range interactions and usually have an attractive nature. Contribution of ion–ion interactions can be positive or negative based on the sign of the involved charges. Ion–permanent dipole interactions (Fig. 1C) can be used to illustrate how all electrostatic interactions descend from the basic Coulombic’s law. By developing the Coulombic equation (the mathematical treatment is reported in Appendix A) one finds that the distance potential dependence becomes \( 1/r^4 \) (Eq. (T2)).
### Table 1 – Electrostatic forces

<table>
<thead>
<tr>
<th>Category</th>
<th>Schematic representation</th>
<th>Potential equation and Approximate energy</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ion - Ion</td>
<td><img src="image" alt="Ion-Ion" /></td>
<td>(\frac{q_1 q_2}{4\pi\varepsilon_0} \frac{1}{r}) (T1) 25 kJ mol(^{-1})</td>
</tr>
<tr>
<td>Ion - Permanent dipole</td>
<td><img src="image" alt="Ion-Permanent Dipole" /></td>
<td>(-\frac{q_1^2 p_2^2}{(4\pi\varepsilon_0)^2} \frac{1}{kT r^4}) (T2) 50-200 kJ mol(^{-1})</td>
</tr>
<tr>
<td>Permanent dipole - Permanent dipole</td>
<td><img src="image" alt="Permanent Permanent Dipole" /></td>
<td>(-\frac{2 p_1^2 p_2^2}{3 (4\pi\varepsilon_0)^2} \frac{1}{kT r^6}) (T3) 50-500 kJ mol(^{-1})</td>
</tr>
<tr>
<td>Permanent dipole - Induced dipole</td>
<td><img src="image" alt="Permanent Induced Dipole" /></td>
<td>(-\frac{p_1^2 \alpha_{p_1}}{(4\pi\varepsilon_0)^2} \frac{1}{r^6}) (T4) &lt;5 kJ mol(^{-1})</td>
</tr>
<tr>
<td>Induced dipole - Induced dipole</td>
<td><img src="image" alt="Induced Induced Dipole" /></td>
<td>Always present</td>
</tr>
<tr>
<td>Repulsive forces</td>
<td><img src="image" alt="Repulsive Forces" /></td>
<td>Quantum mechanical origin</td>
</tr>
<tr>
<td>Hydrogen bond</td>
<td>Between H and atoms with low electronegativity</td>
<td>4-60 kJ mol(^{-1})</td>
</tr>
<tr>
<td>Involving (\pi) systems</td>
<td>Face-to-face, Parallel-displaced, T-shaped, Cation-(\pi)</td>
<td>5-80 kJ mol(^{-1}) and 0-50 kJ mol(^{-1})</td>
</tr>
</tbody>
</table>

(a) One-color circles refer to ions; two-color ovals to permanent dipoles; two-color circles refer to induced dipoles; the arrows are used to indicate the random motion of the object responsible of the averaging of the interaction. (b) \(q_i\) is the charge of the ion \(i\); \(p_i\) the dipole moment of the dipole \(i\); \(\alpha_p\) the polarizability; \(r\) the distance between objects; \(k\) the Boltzmann constant; \(\varepsilon_0\) the permittivity of the free space; \(T\) is the temperature; the subscript \(i\) is omitted where unnecessary.

### 3.1.2. Van der Waals interactions

Van der Waals interactions include permanent dipole–permanent dipole, permanent dipole–induced dipole and induced dipole–induced dipole forces (Table 1).

The interaction between two permanent dipoles, \(p_1\) and \(p_2\), (also called Keesom forces), can be treated following a procedure similar to the one outlined in Appendix A to obtain the final Eq. (T3). This interaction depends on the sixth power of \(1/r\) and thus is a long-range interaction.

The method outlined in Appendix A can also be applied to the permanent dipole–induced dipole interaction to obtain the Eq. (T4). This potential is not temperature-dependent, unlike the interaction between permanent dipoles, since the induced dipole always follows the instantaneous direction of the
electrical long-range contribution.

Finally, electrons in a molecule with no permanent dipole moment are in continuous motion so that the electron density in a molecule oscillates continuously in time and space. Thus at any instant any molecule possesses an instantaneous electrical dipole which fluctuates as the electron density fluctuates. This instantaneous dipole in one molecule induces an instantaneous dipole in a second molecule. The induced dipole in the second molecule and the inducing dipole in the first interact to produce an attractive energy, called the dispersion energy. The latter is attractive and inversely proportional to the sixth power of the intermolecular separation (Table 1). The dispersion energy cannot be analysed by classical mechanics since its origin is purely quantum mechanical.

3.1.3. Repulsive forces
As the atoms get too close, at some point there is a strong repulsion from overlapping electron clouds and Pauli’s exclusion principle whereby filled electron shells of an atom cannot accommodate any more electrons. The repulsive interaction between electron densities are named short-range interactions and simply define the molecular volume.

All chemists are familiar with the idea that atoms of a given element may be regarded as hard spheres whose radius, the Van der Waals radius [10], is characteristic of that element. The hard-sphere atomic model is an approximation because atoms are not completely hard and their effective size depends on their environment and hybridization state [11].

3.2. Combined intermolecular forces
These forces are a combination of the forces discussed above. Because of the distances involved and their mixed classical and quantum mechanical treatment they are considered intermediate forces (Fig. 1B).

3.2.1. Hydrogen bond (HB) interactions
The hydrogen bond is an interaction which, according to the IUPAC, occurs between an electronegative atom (conventionally named here A, acceptor) and a hydrogen atom (H) attached to a second, relatively electronegative atom (D, donor) (Fig. 1D). It is an electrostatic interaction, augmented by the small size of the hydrogen, which permits the proximity of the interacting dipoles or charges [12]. Because of its definition HB can occur both in inter- and intramolecular contexts.

The Cambridge Structural Database (CSD) has been the principal source of knowledge about HB for many years. Crystal structures have been used extensively in studies of HBs in small molecules (see below), particularly those having N or O as donors and acceptors [13–16], to quantify the metrical and directional properties of these bonds [14].

HBs are characterised by four geometrical descriptors (Fig. 1D): the distances D–H ($d_h$), H–A ($d_a$) and D–A ($d_d$) and the angle D–H–A ($\phi$). Typical values of $d_d$ covering a range of 2.5–3.2 Å [16] and $\phi$ angles of 130–180° are found. Whereas no or only a slight dependence of the hydrogen bond strength with angular changes are observed in the range of 130–180°, shorter distances down to 2.3 Å result in a more covalent bond character and a larger binding energy, although, the latter aspect does not hold in general [17].

The analysis of crystallographic data shows that the tendency for H-bonds to form along lone-pair directions varies greatly according to the nature of the acceptor atom. Strong lone-pair directionality is found for carboxylates, and many types of aromatic nitrogens, e.g. pyridine. At the other extreme, some types of H-bonds show little or no lone-pair directionality, for example the carbonyl oxygen shows only a limited preference direction along its lone-pairs [18].

Among the plethora of HB classifications described in the literature, we report here the one by Kollman and Allen [19] which groups HBs in two (three) main classes: (a) HB between the hydrogen atom and atoms of high electronegativity (C, N, O, F, P, S, Cl, Se, Br and I), and (b) HB between the hydrogen atom and atoms of low electronegativity (such as HB bonds present in the boranes [19]). Additionally, a third class of HBs (named $\pi$/HB) and involving an interaction between the partially positive hydrogen and the electrons in a double and triple bond can be considered. The strength of HB ranges from 4 to 60 kJ mol$^{-1}$ (Table 1).

Most strong HBs are formed by groups in which there is either a charge in the donor group or in the acceptor group. Because of the presence of charged substructures, this category of HBs are often called reinforced/ionic HBs.

Finally, salt bridges and salt bonds are colloquial protein chemistry terms (a salt bridge, in chemistry, is a laboratory device used to connect the oxidation and reduction half-cells of a galvanic cell (electrochemical cell)) for reinforced/ionic HBs involving negative acceptor charged groups derived from Asp, Glu, Tyr, Cys and C-terminal carboxylate groups and positive donor charged group derived from His, Lys, Arg and N-terminal amino groups [21]. Apparently salt bridges are ion–ion interactions governed by Coulomb’s law and in vacuum are probably predominant. In solvated systems, as it will be discussed in Section 4.3, the effect of the interactions with water has to be considered.

3.2.2. Interactions involving $\pi$-systems
Attractive interactions involving $\pi$-systems have been known for over half a century [22–24]. The characteristics of the interaction energies of these $\pi$-complexes depend on both the nature of the interacting molecules and the $\pi$-system.

Non-covalent interactions involving aromatic rings are pivotal to protein–ligand recognition. Indeed, the vast majority of X-ray crystal structures of protein complexes with small molecules reveals bonding interactions involving aromatic residue side chains of the receptor and/or aromatic and heteroaromatic rings of the ligand [7]. The X-ray data and computational works suggest a competition between T-shaped and parallel-displaced geometries, and face-to-face geometry is not found [7] (Fig. 1E–G). London dispersion interactions (see Section 3.1.2) are the major source of stabilization energy between two aromatic molecules. The introduction of heteroatoms into aromatic rings, for example in Trp, His and nucleobases, has significant influence on $\pi$–$\pi$ interaction. Electrostatic attraction between atoms with positive or negative partial charges...
and the alignment of molecular dipoles become important in determining how two or more heterocyclic π-systems interact, in addition to the dispersion component.

Another important interaction involving π-systems is the cation–π interaction that, for example, involves cation side chains (Arg, Lys, or protonated His) with aromatic residues (Phe, Tyr and Trp) [23]. Of particular interest is the interaction of the cationic Arg residue with aromatic side chains. Two limiting geometries are possible: a perpendicular arrangement in which the NH’s of the Arg point into the face of the aromatic ring, and a parallel or stacked arrangement of the planar guanidinium or Arg and the aromatic moiety. The presence of amino groups in various drugs suggests an important role of this interaction as confirmed by various examples [25].

4. Solvated systems: water is essential for life

In biological systems a central role is played by water because molecular recognition takes place in an aqueous environment. For this reason in this paper we refer to aqueous systems when solvated systems are mentioned. As the result of the mediating effect of water, the intermolecular forces described in vacuum are not valid in solvated systems without adaptation.

4.1. The thermodynamics of binding

To this point, the focus has mainly been on the interaction forces, which change the internal energy of the system (ΔE) in vacuum [26]. On the other hand the “driving force” of the binding between molecules is expressed by the Gibbs free energy (ΔG) which is linked to the experimental constant of binding (or association) K_B. The relation between the internal energy and the Gibbs free energy requires the introduction of some thermodynamic definitions.

The Gibbs free energy change for the binding reaction in Eq. (1) (ΔG_B) is related to the standard free energy change (ΔG_b) by Eq. (7):

$$\Delta G_B = \Delta G_b + RT \ln \frac{[PL]}{[P][L]}$$

where R = 8.31 J mol⁻¹ K⁻¹ and T is the absolute temperature. The standard state is usually taken to be 298 K, 1 atm pressure and with all components at unit activity [26], under equilibrium conditions ΔG_B = 0, so that Eq. (7) becomes

$$\Delta G_b = -RT \ln \frac{[PL]}{[P][L]} = -RT \ln K_B$$

where K_B is the binding constant (Eq. (2)) and is the measurable parameter. From Eq. (8) we can see that K_B increases when ΔG_b becomes more negative.

The Gibbs free energy change is the sum of two contributions according to

$$\Delta G = \Delta H - T \Delta S$$

where ΔH and ΔS are respectively enthalpy and entropy change of the system.

Finally, the enthalpy is related to the internal energy by

$$\Delta H = \Delta E - (\Delta PV)$$

where P and V are the pressure and volume of the system.

In the case of ligand–protein complexes in aqueous systems, ΔPV can be usually omitted (there is no changes in pressure and volume), whereas for gas-phase association ΔPV = -RT, which is about -2.5 kJ mol⁻¹ [27] at room temperature. Thus this negative term, when added to ΔE, favours association.

In vacuum, the enthalpy change of the binding reaction, ΔH_B(g) (where ‘g’ denotes the gas or the vacuum state), is generally negative if the reactants approach each other in an appropriate orientation, whereas the entropy change, ΔS_B(g), is generally positive since the formation of the ligand–protein complex produces the reduction of freedom of the two molecules involved in the complex. The three rotational and translational degrees of freedom of the free ligand are replaced by six vibrational degrees of freedom in the complex (the extent of the change ranges, at 310 K, from 12 kJ mol⁻¹ for a loose interaction to 60 kJ mol⁻¹ for tightly bound complexes [28]).

In summary, since the vacuum entropic contribution of the binding is invariably unfavourable, a negative enthalpic contribution is always required in vacuum to promote binding. Thus in vacuum the electrostatic interactions are the unique force responsible for the formation of the complex. However, since ligand–protein complexes are generally formed in aqueous solution, the main differences affecting the change of the Gibbs free energy of the binding process in the aqueous (ΔG_B(aq)) and gas state (ΔG_B(g)) should be investigated. The laws of thermodynamics (see Section 2) are the most used and simple tools to transfer the information content obtained from vacuum to solvated systems.

The thermodynamic cycle (Fig. 2) furnishes the link between the two states and thus the desired information. In particular the cycle illustrated in Fig. 2 points out that ΔG_B(aq) differs from ΔG_B(g) by a contribution due to solvation as shown in Eq. (11):

$$\Delta G_B(aq) = \Delta G_B(g) - \Delta G_{Solv}^{Solv} - \Delta G_{Solv}^{PL} + \Delta G_{Solv}^{PL}$$

where ΔG_{Solv}^{Solv}, ΔG_{Solv}^{PL}, and ΔG_{Solv}^{PL} are the change of the Gibbs free energy of solvation of the protein, ligand and complex, respectively.

Finally, the enthalpy is related to the internal energy by

$$\Delta H = \Delta E - (\Delta PV)$$

where P and V are the pressure and volume of the system.

In the case of ligand–protein complexes in aqueous systems, ΔPV can be usually omitted (there is no changes in pressure and volume), whereas for gas-phase association ΔPV = -RT, which is about -2.5 kJ mol⁻¹ [27] at room temperature. Thus this negative term, when added to ΔE, favours association.

In vacuum, the enthalpy change of the binding reaction, ΔH_B(g) (where ‘g’ denotes the gas or the vacuum state), is generally negative if the reactants approach each other in an appropriate orientation, whereas the entropy change, ΔS_B(g), is generally positive since the formation of the ligand–protein complex produces the reduction of freedom of the two molecules involved in the complex. The three rotational and translational degrees of freedom of the free ligand are replaced by six vibrational degrees of freedom in the complex (the extent of the change ranges, at 310 K, from 12 kJ mol⁻¹ for a loose interaction to 60 kJ mol⁻¹ for tightly bound complexes [28]).

In summary, since the vacuum entropic contribution of the binding is invariably unfavourable, a negative enthalpic contribution is always required in vacuum to promote binding. Thus in vacuum the electrostatic interactions are the unique force responsible for the formation of the complex. However, since ligand–protein complexes are generally formed in aqueous solution, the main differences affecting the change of the Gibbs free energy of the binding process in the aqueous (ΔG_B(aq)) and gas state (ΔG_B(g)) should be investigated. The laws of thermodynamics (see Section 2) are the most used and simple tools to transfer the information content obtained from vacuum to solvated systems.

The thermodynamic cycle (Fig. 2) furnishes the link between the two states and thus the desired information. In particular the cycle illustrated in Fig. 2 points out that ΔG_B(aq) differs from ΔG_B(g) by a contribution due to solvation as shown in Eq. (11):

$$\Delta G_B(aq) = \Delta G_B(g) - \Delta G_{Solv}^{Solv} - \Delta G_{Solv}^{PL} + \Delta G_{Solv}^{PL}$$

where ΔG_{Solv}^{Solv}, ΔG_{Solv}^{PL}, and ΔG_{Solv}^{PL} are the change of the Gibbs free energy of solvation of the protein, ligand and complex, respectively.

Finally, the enthalpy is related to the internal energy by

$$\Delta H = \Delta E - (\Delta PV)$$

where P and V are the pressure and volume of the system.

In the case of ligand–protein complexes in aqueous systems, ΔPV can be usually omitted (there is no changes in pressure and volume), whereas for gas-phase association ΔPV = -RT, which is about -2.5 kJ mol⁻¹ [27] at room temperature. Thus this negative term, when added to ΔE, favours association.

In vacuum, the enthalpy change of the binding reaction, ΔH_B(g) (where ‘g’ denotes the gas or the vacuum state), is generally negative if the reactants approach each other in an appropriate orientation, whereas the entropy change, ΔS_B(g), is generally positive since the formation of the ligand–protein complex produces the reduction of freedom of the two molecules involved in the complex. The three rotational and translational degrees of freedom of the free ligand are replaced by six vibrational degrees of freedom in the complex (the extent of the change ranges, at 310 K, from 12 kJ mol⁻¹ for a loose interaction to 60 kJ mol⁻¹ for tightly bound complexes [28]).

In summary, since the vacuum entropic contribution of the binding is invariably unfavourable, a negative enthalpic contribution is always required in vacuum to promote binding. Thus in vacuum the electrostatic interactions are the unique force responsible for the formation of the complex. However, since ligand–protein complexes are generally formed in aqueous solution, the main differences affecting the change of the Gibbs free energy of the binding process in the aqueous (ΔG_B(aq)) and gas state (ΔG_B(g)) should be investigated. The laws of thermodynamics (see Section 2) are the most used and simple tools to transfer the information content obtained from vacuum to solvated systems.

The thermodynamic cycle (Fig. 2) furnishes the link between the two states and thus the desired information. In particular the cycle illustrated in Fig. 2 points out that ΔG_B(aq) differs from ΔG_B(g) by a contribution due to solvation as shown in Eq. (11):

$$\Delta G_B(aq) = \Delta G_B(g) - \Delta G_{Solv}^{Solv} - \Delta G_{Solv}^{PL} + \Delta G_{Solv}^{PL}$$

where ΔG_{Solv}^{Solv}, ΔG_{Solv}^{PL}, and ΔG_{Solv}^{PL} are the change of the Gibbs free energy of solvation of the protein, ligand and complex, respectively. The cycle illustrated in Fig. 2 points out that ΔG_B(aq) differs from ΔG_B(g) by a contribution due to solvation as shown in Eq. (11):

$$\Delta G_B(aq) = \Delta G_B(g) - \Delta G_{Solv}^{Solv} - \Delta G_{Solv}^{PL} + \Delta G_{Solv}^{PL}$$

where ΔG_{Solv}^{Solv}, ΔG_{Solv}^{PL}, and ΔG_{Solv}^{PL} are the change of the Gibbs free energy of solvation of the protein, ligand and complex, respectively.
respectively. These three solvation parameters take into account both hydrophobic interactions (see Section 4.2) and the modifications induced by water on electrostatic forces (see Section 4.3).

### 4.2. Hydrophobic interactions

The concept of hydrophobic interactions (HI) was introduced by Kauzmann [29] in the field of protein chemistry since it plays an important role in stabilizing the conformation of proteins (see below) [30]. But hydrophobic interactions also explain the low solubility of hydrocarbons in water. The IUPAC defines hydrophobic interactions “as the tendency of hydrocarbons (or of lipophilic hydrocarbon-like groups in solutes) to form intermolecular aggregates in an aqueous medium. The name arises from the apparent repulsion between water and hydrocarbons. However, the phenomenon ought to be attributed to the effect of the hydrocarbon-like groups on the water–water interaction” [12].

It is generally assumed that a hydrophobic interaction is entropically rather than enthalpically driven even if controversies are reported in the literature [31]. Briefly, because the molecules of a hydrocarbon are not solvated in water owing to their inability to form HB with water molecules, the latter become more ordered around the hydrocarbon molecule. The resulting increase in solvent structure leads to a higher degree of order in the system than in bulk water, and thus a loss of entropy. When the hydrocarbon structures (whether two protein side chains or alkane molecules) come together they will squeeze out the ordered water molecules that lie between them. Since the displaced water is no longer a boundary domain, it reverts to a less ordered structure, which results in an entropy gain. Once the hydrocarbon chains are in sufficient proximity, dispersion forces (see Section 3.1.2) become operative between them [32].

HI are therefore very different from all other non-covalent interactions in the liquid-phase in the sense that they do not primarily depend on direct attractive intermolecular interactions between the species that interact. Instead they are driven by the tendency of water molecules to retain their own water–water hydrogen bond interactions as much as possible, leading to a tendency to arrange non-polar entities such that the contact surface area between these and water is minimized [33].

The hydrophobic effect is considered to be the major driving force for the folding of globular proteins. It results in the burial of the hydrophobic residues in the core of the protein. As in the folding of protein structures, hydrophobicity is also one of the major forces in molecular recognition. It is noteworthy that in aqueous systems, the presence of HI is necessary for the association of apolar molecular moieties, whereas in vacuum dispersion forces are sufficiently strong to guarantee this association. In water electrostatic interactions decrease in strength because of the presence of the solvent (see Section 4.3). HI can thus be perceived as an emergent property [34] of the aqueous system which permits the maintenance of such relevant interactions, such as dispersion, which could be lost because of other molecular properties of water.

### 4.3. The presence of water modulates electrostatic forces

The repulsive interactions mainly define the molecular volume and surface in solvated systems too as in the vacuum, but in the presence of water the surface of the molecule is not free but fully coated by solvent molecules. Thus, the interaction between ligand and protein is mediated by water molecules. In Section 4.2 the entropic effect of this “mediation” has been discussed but water influences electrostatic interactions, too.

First, it is well known that in a medium Coulomb interactions are reduced because of the presence of solvent molecules. The effect of the medium on Coulomb interactions can be considered substituting the permittivity of free space in Eqs. (T1)–(T4) with the dielectric constant of the medium. The dielectric constant of water is about 80, whereas it is 1 in vacuum. Thus a dielectric constant of 1–20 (mostly 2–8) is assumed in proteins interior and of about 80 at the protein periphery next to the surrounding water.

All electrostatic interactions are affected by the modification of the dielectric constant but the effect is particular evident in stronger interactions, i.e. ion–ion (see Section 3.1.1). In addition HB strength (see Section 3.2.1), that in a first approximation comprises an important ion–ion contribute, is particularly sensitive to this effect. In fact buried hydrogen bonds are more important for ligand–protein interactions than those formed in water-exposed regions (where the polar environment correspond to higher ε values). The contribution of HBs to binding affinity have been estimated to be about –1 to –7 kJ mol⁻¹ [1,17].

Van der Waals interactions (see Section 3.1.2) between ligand and protein compete with analogous interactions with water, and thus their contribution is weak, even if abundant. The same considerations are valid for the interactions involving π-systems (see Section 3.2.2).

Hydrophobic interactions are often associated with conformational changes of the receptor. Conformational change in a receptor upon ligand binding is usually termed induced fit. In theory such changes could be the result of polar or hydrophobic interactions of the receptor with the ligand. However, examples in the literature are overwhelmingly the result of hydrophobic interactions. In these cases they could equally well be thought of as hydrophobic collapse of a receptor around a ligand [1].

### 5. Solid state: X-ray data as a source of information

Whereas the vacuum is the ideal state in which intermolecular forces are defined and the solvated system represents the true biological environment, solid state is the operative system from which most research information is extracted, and thus it is the system you want to reproduce in molecular-modelling simulations.

The large development of crystallographic databases, such as the Protein Data Bank (PDB) for proteins [35] and the Cambridge Structural Database (CSD) for small organic and organometallic molecules [13], permits to individuate and characterise structural elements and intermolecular
Fig. 3 – (A) Schematic representation of the ligand/COX-1 contacts (PDB code: 1EQH) as obtained using three different software: Ligand Explorer (LE), the MOE Protein Contacts tool (MOE), and Weizman Ligand–Protein Contacts analyser (LPC). The main interactions highlighted by the three tools are shown as follows: red squares for LE, green ovals for MOE and blue squares for LPC. (B) Crystallographic structure of KvAP channel (PDB code: 1ORQ): two of the four subunits comprising the...
interactions. This has been achieved by the development of new database search tools, e.g. Relibase [36].

X-ray structure is normally considered as a more accurate representation of a protein structure than NMR spectroscopy because of the lack of a clear quality assessment of NMR structures [37]. It has been shown that protein structures determined by both NMR and X-rays have, in general, very similar backbone folds, but differ in details, such as, packing surface loops and side chains [37]. A recent study [37] shows as the structures obtained with the two techniques differ in the contacts and HB networks formed by the protein residues.

Nevertheless some remarks are necessary whenever intermolecular interactions are discussed on the basis of protein crystal structures [17].

First, experimental limits of protein crystallography must be taken into consideration when large molecules (e.g. receptors and enzymes) are discussed. Resolution below 1.5 Å (coinciding with the mean length of a covalent bond) are rarely obtained for protein crystal (value between 2 and 3 Å are more usual), whereas atomic resolution is achieved below 1.2 Å. As a consequence X-ray diffraction hardly differentiates between isotopes and elements of similar atomic number because of their comparable diffraction power. Except for protein structures at very high resolution, the position of terminal N and O atoms, for example in asparagine and glutamine [17,38], can only be assigned on the basis of a self-consistent HB network. In addition the position of hydrogen atoms remains undetermined and thus HBs are not usually identified. Finally, the estimated standard deviation value in atomic coordinates is inherently related to resolution (a resolution of 2.5 Å correspond to a standard deviation in atomic coordinate of about 0.4 Å).

A second comment is that the nature of the solid state governs experimental results and thus crystallography averages in time and space the individual molecules forming the crystal. Crystal contacts between neighbouring molecules can result in intermolecular interactions which may affect part of a structure (influence of the solid state force field).

In addition, besides positional disorder, which results in distinct occupancies of alternative atomic positions, dynamic disorder also results from thermal motion of the atom about their equilibrium position. Because of time and space averaging during data collection, only spatial restricted atoms contribute constructively to diffraction and thus only their position can be located (for example water molecules can make up to 70% of the number of atoms in a protein crystal but only the water molecules of the first hydration shell surrounding protein or ligand are generally well-ordered thus localizable). Moreover, multiple binding modes of the ligands can occur as a result of spatial averaging. In such situations the same ligand can occupy several energetically equivalent orientations in the binding pocket.

Finally, deviating binding modes can occur in different polymorphic forms of the crystalline state [17]. The influence of crystallization conditions (which may not be the same as those employed in the biological assay) is often unknown or not considered. For example, normally the pH during protein crystallization has no effect upon the formation of various crystal forms, but in the literature various exceptions are reported [38]. A complex of trypsin shows a different ligand conformation, active-site conformation, and crystal morphology due to the change in the pH of the crystallization conditions [38].

6. In silico applications to shed light on the balance of forces governing ligand–protein interaction

In previous sections, forces responsible for ligand–protein interactions have been listed and discussed. Most of them act simultaneously during the formation of a complex, but analysis of their balance is not straightforward, as demonstrated below by three examples: the first concerns the inhibition of cyclooxygenase-1 (COX-1) isoform, an enzyme involved in the conversion of arachidonic acid to prostaglandins [39]; the second the interaction of potassium ions with KvAP Aeropyrum pernix potassium channel (the first reported crystal structure of a voltage-dependent potassium channel in its open state sharing several structural features with eukaryotic Kv channels [40] and the third the hERG potassium channels blocking action of sertindole [41–43].

The examples are of increasing computational complexity, due both to the availability or otherwise of experimental crystallographic data and to the theoretical level of calculations.

6.1. Analysis of the contacts to describe flurbiprofen/COX-1 interaction

As previously discussed, X-ray crystallography represents the most widely available tool to extract experimental information about ligand–protein interaction. We thus downloaded the X-ray structures of the COX-1 in complex with flurbiprofen from PDB [35] (PDB code: 1EQH). This compound (2-(3-fluoro-4-phenyl-phenyl)propanoic acid) is a NSAID inhibitor able to block both COX isoforms [44].

Flurbiprofen binds in the COX-1 active-site, which lies at the apex of a long narrow hydrophobic channel extending from the membrane-binding surface to the centre of the protein [45] (Fig. 3A). In the paper reporting the crystallographic structure, the authors claim that the inhibitor’s carboxylate moiety takes part in a network of polar interactions which includes two HBs between the inhibitor and Arg120 and a third HB with the phenolic hydroxyl of Tyr355. The atoms at the extreme distal end make Van der Waals contacts with protein residues, whereas the atoms in the tetrameric channel are shown, the filter residues (Thr-Val-Gly-Tyr-Gly) and the potassium ions (S1–S4) are in green. (C) Crystallographic structure in 3B and MIF for the probe K+ at −20 kcal mol−1: the energy iso-surface is represented in pink mesh. (D) Crystallographic structure in 3B and MIF for the probe OH2 at −5 kcal mol−1: the energy iso-surface is represented in blue mesh. (E) Crystallographic structure in 3B and MIF for the probe DRY at −0.5 kcal mol−1: the energy iso-surface is represented in yellow mesh.
middle part of the inhibitors do not contact any protein atom [46] (see Fig. 3A for a more detailed analysis).

For a better understanding of the balance of forces involved in flurbiprofen/COX-1 interaction, we submitted the complex (as obtained from crystallographic database) to analysis using software in common use designed for rapid inspection of biological structures in PDB format. Briefly, these in silico tools automatically highlight the main contacts present in the complex, and may be seen as the evolution of contact maps, which represent the distances between every pair of residues of a three-dimensional protein structure in a two-dimensional matrix. In particular we used Ligand Explorer (LE) [47], the Protein Contacts tool of the commercial software MOE [48] (herein simply called MOE) and a second free on-line tool, the Weizman Ligand–Protein Contacts (LPC) analyser [49]. All software was used with default parameters.

LE and MOE mainly base contact analysis on the distances between ligand and protein atoms: when the distance is shorter than a given threshold a contact is highlighted. LE distinguishes four classes of contacts: contacts between pairs of carbon atoms are called hydrophobic interactions; contacts between potential HB donors and HB acceptors are called hydrophilic interactions; contacts between ligand atoms and water are called ligand–H$_2$O–protein interactions and all remaining contacts fall into a generic class and are indicated as other interactions [47]. In MOE contacts are considered hydrophobic when they involve hydrophobic residues (Val, Ile, Phe, Trp and optionally Met), ionic when they involve basic nitrogen atoms and acidic oxygen and, finally, are classified as HB when they are determined according to the criteria proposed by Stickle et al. [50]. Finally, LPC software first defines atom classes using a more composite classification (for example nitrogen and oxygen atoms belong to different classes depending on their HB donor or acceptor or donor/acceptor capacity) and second calculates contacts on the basis of the distances between atoms, as done by the LPC and MOE [49].

Fig. 3A illustrates in detail the results given by the three in silico tools. Basically their analysis indicates that HB interactions are always clearly identified, whereas the Van der Waals pattern differs with the software (agreement is slightly improved when default parameters are modified). This finding is in line with the uncertainty affecting the criterion to discriminate Van der Waals interactions (a Van der Waals contact is assumed to be present if the distance is within a certain value). The situation is further complicated because the hydrophobic effect is neglected.

However, the clear identification of a HB network combined with the vague description of Van der Waals forces does not mean that HB is the driving force for the formation of the flurbiprofen/COX-1 complex: we cannot exclude that the sum of the Van der Waals contributions is more important than HB, since the information arising from X-ray analysis only identifies with certainty the polar component of the interaction. Indeed to check whether the polar interaction is mandatory or not for the binding, other evidence is required. In the case of COX-1 inhibition, the doubt has been unravelled by mutational analyses [51] which revealed that only seven residues are critical to allow COX-1 mediated catalysis.

6.2. Molecular Interactions Fields (MIFs) to investigate the forces of the potassium ions/KvAP potassium channel complex

GRID [52,53] is a well-known software used to calculate the molecular interaction fields (MIF). A MIF is a collection of energy values calculated from the sum of the attractive and repulsive forces between a molecule (the target) and an interacting partner (the probe), positioned in a lattice of points (or nodes) surrounding the target [52]. Nodes with negative energy values correspond to favourable interactions between molecule and probe, and vice versa. Since the use of different probes evidences the predisposition of the target towards various interaction types, the GRID approach can be used to analyse the nature of the interactions present in crystallographic complexes.

Many traditionally used drugs have had the ability to block a particular cardiac ion channel known as hERG and ultimately to cause serious cardiac effects. For this reason intense effort is now being made to develop in silico tools to predict drug-induced block of hERG channels [41]. Since there is no hERG potassium channel crystallographic structure, more insights into the hERG structure can be obtained either from bacterial X-ray data or from homology model (see Section 6.3).

As an example of GRID application, the X-ray structure of the voltage-dependent potassium channel KvAP from the bacteria Aeropyrum pernix (Fig. 3B) was downloaded from PDB (PDB code: 1ORQ). Starting from the monomer coordinates, the symmetry operators present in the PDB file were used to obtain the entire 4-fold symmetric structure of the pore with MOE. Finally, the pore was submitted to GRID runs varying three probes (K+, OH2 and DRY) and thus obtaining the corresponding MIFs (Fig. 3C–E). Fig. 3C shows in pink the iso-surfaces joining all points having a very favourable value of interaction energy with the K+ probe (−20.0 kcal mol$^{-1}$ was selected as threshold value). Interestingly, these calculated regions are largely superposable with the four potassium sites located in the X-ray structure in the channel pore in proximity to the potassium selectivity filter (shown in green in Fig. 3B and characterized by the well-known sequence motif Thr-Val-Gly-Tyr-Gly). Fig. 3D shows in blue the iso-surfaces obtained with the probe OH2 at −5 kcal mol$^{-1}$. It is noteworthy that favourable interactions with water are also predicted to take place in the region of location of potassium ions. This result is in agreement with experimental data that suggest that water molecules replace potassium ions during the potassium ion permeation process [54]. Fig. 3E shows in yellow the iso-surfaces obtained with the probe DRY at −0.05 kcal mol$^{-1}$. This probe is designed to describe hydrophobic interactions occurring between the ligand and the target. In Fig. 3E yellow regions as obtained by GRID are located mainly in the mouth of the intracellular region of the channel, whereas no hydrophobic region is present in the pore or in the extracellular mouth where potassium ions S1–S4 are located. These findings confirm that the interaction of potassium ions with the bacterial channel is, as expected, largely dominated by electrostatic contributions. Moreover, these results can be used to obtain preliminary but clear information about the binding of drugs with hERG potassium channel, since the latter shares several structural features
with eukaryotic Kv channels. In particular, drugs withdrawn from the market due to QT prolongation concerns show lipophilic moieties which, in the binding process, are expected to be located in the hydrophobic regions of the target. In hERG the hydrophobic content is increased compared to the bacterial channel (but analogously located), because of the presence of Tyr and Phe, which respectively replace Leu and Ile in positions 652 and 656. Taken together these observations undoubtedly strengthen the role played by hydrophobic interactions in the binding of drugs with the hERG potassium channel.

This example clearly shows how the use of MIFs can shed light on the analysis of the balance of forces governing ligand–protein interactions. In fact, even if quantitative analysis of the single contributions to the interaction is not possible because of the method’s dependence on the threshold values selected, a general indication of the occurring factors can easily be obtained even by non-experts in the molecular-modelling field.

6.3. Docking and molecular dynamics to study drug/hERG interactions

In the absence of the crystal structure for hERG potassium channels, insight into hERG-blocker binding interactions can also be obtained, as mentioned above, from analysis of the homology model (see above). This method has been included in two different in silico approaches, described by Farid et al. [42] and by Österberg and Åqvist [43]. In both studies a homology model of the homo-tetrameric pore domain of hERG was first created using the bacterial potassium channel KvAP as template. Then, to study the binding of some blockers to hERG channels, Farid et al. [42] applied a docking procedure, whereas Österberg and Åqvist [43] used molecular dynamics simulations. Since both studies considered sertindole (a blockbuster drug withdrawn from the market due to reports of sudden cardiac death related to its binding to hERG potassium channels [41]), a comparative analysis of the two studies was performed by evaluating results for this ligand.

In the first example, the ligand was docked in the putative binding site of the hERG homology model using GLIDE 3.0 [55]. A post-docking procedure was also applied, to take into account the flexibility of the protein. Finally, the predicted docked pose was analysed and the main interactions were deduced probably by simple visual inspection of the complex, in synthesis simultaneous interactions are predicted between sertindole and four aromatic side chains including three Tyr652 residues and one Phe656 residue.

The MD approach used by Österberg and Åqvist [43] approximately confirms the docking results described above, but the results obtained also include two numerical values corresponding to the van der Waals and electrostatic contributions (see Section 3.1 for the classification of forces) governing the interaction with the potassium channel. These values underline the main role played by electrostatic forces in the interaction between sertindole and hERG potassium channel.

In the ligand–protein field, docking and molecular dynamics are computer simulations whose main goal is to predict the ligand binding free energy in the aqueous state, ΔG_B(aq) in Fig. 2. The two methods differ considerably in how they reach the prediction: docking procedures focus exclusively on the binding equilibrium in water, whereas molecular dynamics (or Monte Carlo) free energy simulations consider the whole thermodynamics cycle. Docking procedures, which require an empirical energy function (called scoring function) dependent on the position of the ligand in the binding site and correlated to experimental ΔG_B(aq), are more intuitive and do not require a lot of computer time or effort, whereas the reverse is true for molecular dynamics simulations. On the other hand, docking suffers from the limitations of all empirical methods: the results depend to a considerable extent on the database used to calibrate the empirical energy function (other drawbacks are beyond the scope of this discussion). In addition, the accuracy of docking when used to investigate the balance of forces governing the interaction closely depends on the chosen scoring function and is thus a questionable strategy.

Molecular dynamics free energy simulations take solvation effects into account and thus hydrophobic effects are included in the evaluation of the binding free energy, but the complexity of the theory and the need for long CPU effort make it necessary to introduce various approximations. In addition, evaluation of the results is far from obvious and moreover, as seen in the example above, the procedures cannot furnish straightforward indications about the balance of the forces involved in the binding.

7. Conclusions

Since any molecular recognition process occurs through a number of interactions between molecules, this paper first highlights the relevance of fundamentals aspects of ligand–protein interactions: their electrostatic nature, the fundamental role played by the hydrophobic effect which is the most evident result of the role played by water, and the use of crystallographic databases as sources of experimental data.

The second part of the commentary focused on some in silico tools that are very useful in the analysis of ligand–protein interactions. These tools include the very simple analysis of the contacts (something more than the results obtained by a simple visual inspection) but also docking and molecular dynamics strategies, these latter listed in order of increasing theoretical level. Shown applications indicate that a precise analysis of the balance of forces governing any ligand–receptor interaction is to date rather difficult to achieve in a straightforward and general manner. This limitation emerges from two main reasons: the neglect of the hydrophobic effect and the uncertainty in the definition of Van der Waals contribution. The missing information about the balance of intermolecular forces represents therefore a great limitation for the design of drug candidates.
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Appendix A. Mathematical treatment of ion–permanent dipole interaction

The potential energy between a unit positive charge, which is chosen for simplicity, and two charges is given by

\[ U(r_1, r_2) = \frac{1}{4\pi\epsilon_0} \left( \frac{q_1}{r_1} + \frac{q_2}{r_2} \right) \]  
(A.1)

in the simple configuration of Fig. 1C, the distances \( r_1 \) and \( r_2 \) can be expressed in term of \( z_1, z_2 \), the distance \( r \) between the point \( O \) (which is arbitrarily chosen on the line that joins the two charges) and the unit charge, located in the point \( P \). Eq. (A.1) becomes

\[ U(r, \theta) = \frac{1}{4\pi\epsilon_0} \left( \frac{q_1}{(r^2 + z_1^2 + 2z_1r\cos\theta)^{1/2}} + \frac{q_2}{(r^2 + z_2^2 + 2z_2r\cos\theta)^{1/2}} \right) \]  
(A.2)

the potential is now expressed in term of the “distance” of the ion by the dipole \( r \), the orientation of the dipole trough \( \theta \), the characteristics of the dipole (charges and \( z_1 \) and \( z_2 \) values, that are not variable when the dipole is defined). Then the situation in which \( r \gg z_1, z_2 \) is considered, if \( r \sim z_1, z_2 \) it should be impossible to distinguish a dipole! When \( r \gg z_1, z_2 \), it is possible to rearrange Eq. (A.2) in term of variables \( z_1/r \) and \( z_2/r \), then Eq. (A.2) can be expand in series of \( z_1/r, z_2/r \) to obtain:

\[ U(r, \theta) = \frac{1}{4\pi\epsilon_0} \left( \frac{q_1 + q_2}{r} + \frac{(q_1z_1 - q_2z_2)\cos\theta}{r^2} + \ldots \right) \]  
(A.3)

some of the terms of the series have a physical meaning but the discussion is beyond the scopes of these chapter.

In the case of a dipole \( q_1 = -q_2 = q \) so the first term of the Eq. (A.3) is null and the second becomes

\[ U(r, \theta) = \frac{1}{4\pi\epsilon_0} \left( \frac{q_1z_1 + q_2z_2}{r^2} = \frac{1}{4\pi\epsilon_0} \frac{q \cos\theta}{r^2} \right) \]  
(A.4)

the potential \( U \) depends on \( 1/r^2 \) and contains an angular part representing the dependence of the orientation of the dipole respect to the charged ion. If the two particles are free to move, the interaction is averaged by thermal motion, the angular factor is lost and the distance dependence becomes \( 1/r^4 \) (Eq. (T2)).
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